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Abstrads

This paper discusses a design of hybrid ring-mesh network in survivable cmmunicaion network.
Given a set of traffic demands, the problem is to assgn ead traffic demand to rings and mesh such
that the mst of ADM and DCS equipments required is minimized. This assgnment problem can be
considered together with the fiber routing of nodes on rings and mesh. As a solution procedure,
tabu seach is developed with a recency based short term and a frequency based long term memory
structure. In computational experiments, the proposed tabu seach is compared with the solutions
obtained by the branch and baund procedure of CPLEX. We see that the tabu seach provides
nealy optimal solution within sufficiently short time periods for al test problems with a gap o
approximately 1- 4% from the lower bound.
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Introduction

In the mnventional approadc for the survivable network design, a network is divided into several
clusters, eat of which includes one or two hub switching offices*2. To provide diverse protedion
from a network fail ure, ead cluster employs add-drop multi plexer (ADM) based self-heding rings
(SHR) **. On the other hand, digital cross-conned system (DCS) based mesh architedure is
employed between clusters’. This clustering approad reduces the computational complexity of
large fiber network design. However, it may not induce aglobally optimal cost due to individual
design of ead cluster. In addition, a ring structure may not be wst-effedive to expand as demands
increase through time, since alot of ADM equipment might need to be deployed to cover the
increased traffic.

In this paper, a design of integrated ADM ring and DCS mesh network is considered in
communicaion networks. Figure 1 illustrates three dternative network architedures: ring, mesh
and ring/mesh. In Figure 1(c), broadband DCS (B-DCS) equipment includes the self-healing ring
functionality of ADM. In the study by Doverspike et. al.’, it was proved that an integrated
architedure of ring and mesh in Figure 1(c) is more e@nomicd than ring in Figure 1(a) and mesh
in Figure 1(b).

Figure 1. Survivable network architecture

In spite of the st eff ediveness of the integrated ring-mesh architecture, related design issues have
not been studied enough. In fad, such a design is very difficult to effedively solve. Asa promising

solution, however, we mnsider the foll owing decompasition approach:

- Firgt, we assign ead traffic demand to aring or mesh such that the st of required ADM and
B-DCS electronic equipment is minimized. According to the asignment of traffic demands, it
is determined that ADM or DCS has to be locaed at ead node in the network. In this gage,
the msts of fiber material and install ation are not considered because the fiber routes for the
ring and mesh networks are not determined. This problem can be viewed as grouping all

demands into the ring or mesh structure.

- Given the assgnment of nodes and demands to the ring or mesh, the next step isto determine
spedfic routes for the ring or mesh network. In this dage, the aosts of fiber material, placament
and repeders must be ansidered together with fiber splicing cost. In the ring network design,
the ring routing problem is smilar to the traditional traveling salesperson problem? In case of
mesh network, the dimensioning of working and spare cgadty must be aldressed together
with routing for mesh traffic in the DCS network®. The working capadty is employed to cover
mesh traffic in normal operation, while the spare cgadty is prepared to restore the servicein

the event of a network failure.



In ared network design, the dove two procedures neel to be jointly addressed. Moreover, it is
required to interadt one procedure with another. For example, the ring routing and spare cagadty
dimensioning may give asignificant impact on the seledion of a candidate ring or mesh performed
in the first procedure. In particular, mutual adjustment or integration between those two procedures

may be required.

In this paper, we examine the problem of assigning ADM rings and DCS mesh, which corresponds
to thefirst procedure in the overall network design. We note that the seoond procedure related to the
routing on rings and mesh has been studied enough?*.

The remainder of this paper is organized as foll ows. First, we present an integer program to find the
optimal assignment of ADM rings and B-DCS mesh in the ring-mesh architecture. As an efficient
solution procedure, tabu search heuristic is proposed with short-term and long-term memory
structures. To show the dfediveness of the proposed tabu search, computational experiments are
performed and discussed. Finaly, we anclude this paper.

Problem Formulation

The problem of finding an assgnment of ADM and DCS on ring-mesh network can be summarized

asfollows:

- Asinputs, a set of central offices (COs) and traffic demand between each pair of COs are
given;

- Outputs are an assignment of each traffic demand to ADM ring or DCS mesh such that the
total cost of ADM and DCS equipment required is minimized.

The wnstraints are:

- Ead demand is assigned to a ring or mesh. The demand assigned to a ring will be routed
within the ADM ring, and the demand assgned to mesh within DCS network;

- For ead ring or mesh, the sum of al traffic does not exceed its cgpadty;

- If ademand between COsi and j is assigned to aring, then ADMs are installed on that ring at
COsi and j, or DCSs can take the self-heding functionality of ADM at those COs. On the
other hand, if ademand is assgned to mesh, then DCSs are installed on the mesh at those COs.

Given the assgnment of demands and nodes to rings and mesh, the fiber routing of nodes on rings
and mesh will be determined. The resulting route may consist of one or more hops in the network.
Thus the traffic from the origin may undergo several transit nodes until it gets to the destination
node. This route seledion depends on the fiber/cable st and the link fadlity pre-established in the

network.



An instance of the problem can be represented as a graph G(V,E) where the n = |V| nodes are the
telecommunication offices in the network and the m = |E| edges denote pairs of nodes between
which there is a traffic demand d(e) for e [0 E. Figure 2 illustrates a problem instance with n = 10
and m = 20 as a graph. In the figure, the number on edge e represents an amount of traffic demand
d(e) in DS3 unitsor OC-1 line rates .

Figure 2. An example problem

To satisfy the traffic demand, we employ a set of candidate ADM ringsR={1, 2, ..., [R]}, where |R|
represents total number of rings, and DCS mesh denoted by z Let C, denote the cgadty of eat
ringr O Rand C, the cgadty of the mesh z. We dso define the st of an ADM for thering r by a,,
and the aost of aDCS for the mesh z by b,.

To formulate the problem, let us define the following variables:

Yo = 1if traffic demand eis assigned to ringr, and y,, = 0 atherwise,

Y., = 1if traffic demand e is asdgned to mesh z, and y,, = O atherwise, and
X, =1if an ADM isinstalled at nodei for ringr, and x, = 0 atherwise,

X, = 1if aDCSisinstalled at nodei for mesh z, and x, = 0 atherwise.

Then we obtain an integer programming formulation:

Minimize Z roRr &r Z iov Xir + b, Z iov Xiz @)
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The objedive function (1) minimizes the cst of ADM and DCS equipments required for the
assgnment of rings and mesh. In fiber network design, the network cost consists of eledronic
equipment cost and fiber cost including fiber materials and placement cost. However, fiber cost is
usualy considered in physicd fiber routing of nodes on the ring and mesh. Thus in the asignment
of ring and mesh, only the dedronic eguipment cost is employed as the network cost.

Although there exist many various price structures on SONET equipment costs’, we employ the
following cost structure®. In the ring architedure, the ast of one OC-3 ADM is approximately
$10000, while OC-12 and OC-48 ADM are $18000 and $5Q000, respedively. The mesh
architecure deploys B-DCS equipment that has a st of $80,000with the restoration software st



of $2,000. The st of aDCS ading as aring node may dightly differ from the st of a DCS used
exclusively in the mesh. When a DCS performs the ring functionality, additional cost is required
because aring emulation "intelligence' has to be built i n. In the example®, the DS3 termination cost
of an exclusive DCS is $370for one DS3 pat, while the @st of an intelligent DCS with a ring
emulation is $97Q Thus additional $600is required for the intelligent DCS. In that case, the model
proposed in this paper can be generalized by adding the sum of additional costs for ring traffics
which are routed through DCS. However, those alditional costs are not considered in this paper

sincetermination costs are relatively low compared to the equipment cost.

The demand constraints in (2) ensure that eeach traffic demand is assgned to a ring or mesh. In
cgpadty constraints (3), the sum of traffic assigned to ring r cannot exceal the caadty of the
ADM ring C,. This cgpadty restriction is based on the unidiredional ring, while in bidiredional
ring, the cgpadty of the ring is determined by the maximum link traffic caried within the ring.
Thus the load balancing problem must be @nsidered to determine the ring capadty. For readers
who are interested in the goplications of bidiredional rings, we suggest to refer to the work by Lee
and Chang®. In constraint (4), C, represents an amount of total traffic demands that can be cross
conneded through DCS mesh. B-DCS networks usualy provide a switching cgpability of 960
equivalent DS3 pats®. Thus we employ C, as 960DS3 units.

In constraint (5), if ademand between nodesi and j isasdgned to aringr, then ADM or DCS must
be installed at nodesi and j. In constraint (6), if the demand between two nodes is assigned to the
mesh z, then DCS must be install ed at each of two nodes. All variables are binary integers by (7).

In red-world network design, a network designer needs to limit the number of nodes included in a
ring. Thisis a mnstraint that often arises in pradice In fact, the maximum number of nodes that
can be supparted by a SONET ringis reported to be sixteen. Given the maximum number of nodes

onringr as M,, the following constraint can be added.

Z iov X S M, 8)

The solution to the integer program, Y = {V,, Yo and X ={x,, x4, can eaily be mnverted into a
graphicd representation of the network design. Firstly, we dassfy each demand e = (i,j) into aring
r OR or mesh z by referring to the solution Y. If y, = 1, then two nodesi and j are located on the
ring r. Seaondly, based on the solution X, we determine if ADM or DCS is located at eat node. If
X, = 1, then ADM for ringr islocaed at nodei. In casethat anodei isassgned to two ringsr and s
at once, two ADMs may be install ed at the node, or two ADMSs can be replaced by one DCS, which
depends on the st structure of ADM and DCS equipment.

Figure 3 ill ustrates an example solution to the problem shown in Figure 2. The network consists of
two OC-48 ADM rings and DCS mesh. In the figure, the ordering of nodes on each ring is
arbitrarily given. Ring 1 consists or nodes 9, 10, 8 and 7, and Ring 2 consists of nodes 2, 1, 3, 4 and
5. On the other hand, the mesh network is composed of nodes 4, 5, 6, 7, and 8. Note that the DCS
nodes 4, 5, 7, and 8 also perform the ADM functionality for two rings. In DCS mesh network,



traffic demands (4,7) and (5,8) are routed via node 6. For example, the demand (4,7) is routed by
the links (4,6) and (6,7).

Figure 3. A possble solution to the problem

Unfortunately, the proposed integer programming could not be dfectively solved by the
conventional branch and baund technique using the CPLEX 6.5 padage®. In a network with 40
nodes the branch and baund procedure failed to get optimal solutions even after 24 hours of
running time. Thus a tabu search heuristic is developed as a promising solution procedure for red-

world size problems.

Application of Tabu Seach

In this ®dion a heuristic procedure based on tabu seach is presented. Tabu seach is a seach
heuristic introduced by Glover'® that has enjoyed a large amount of success in solving difficult red
world combinatorial problems. At each step, the neighborhood d the current solution is explored
and the best one is sleded as the new solution. This procedure is cdled a "move". However, as
oppased to ather locd search techniques, the procedure does not stop even when no improvement is
obtained. The best solution in the neighborhood is sleded, even if it is worse than the airrent
solution. This drategy all ows the search to escgpe from locd optima and to explore alarger fradion

of the search space

To prevent cycling in the search process recently seleced solutions are forbidden. For ead move
leading to a new solution, the inverse move is labeled "tabu" and forbidden to move badk. Thisis
cdled "short-term memory". Another charaderistic of tabu seach is "long-term memory". After a
solution region is eached by the short-term memory, the long-term memory drives the search into

anew areathat has not been explored urtil then.

In this sdion, we present a tabu seach procedure and its implementation for the ring-mesh
assgnment problem. In particular, the tabu search proposed in this paper employs short term and

long-term memory structure to explore much better solutions.

Initial Heuristic

Before goplying the tabu seach, we need to construct an initial solution. In this paper we suggest a
heuristic based on the residual ring cgpadty to construct a feasible ring-mesh assgnment. At each

iteration, a demand is assgned to the ring with the largest residual capadty.
% Residual Capadty Based Assgnment (RCBA)

Step 1 For ead ringr OR, assign the largest demand d(e) to theringif d(e) < C,.



Set the residual capadty C* asC, - d(e), and y, = 1 and x, = x,= 1 for demand e = (i j).
Step 2. Do the following steps until no further demand can be assgned to aring;
2-1. Let r be the ring with the largest residual cgpadty C,*.
2-2. Seled the largest demand d(e) such that i or j has already been assigned
to theringr for the demand e = (i,j).
2-3.1fd(e) < C*, theny, =1,%,= X, =1land C* = C* - d(e).
Otherwise, ¥, = 1, and x,,= X,=1and C* = C* - d(e) .
Step 3. For ead demand e = (i) that has not been assigned in Step 2,
assgn the demand to DCS-mesh, and set y,, = 1, and x;,= X, = 1.
Step 4. Let X = {x;, X betheinteger solution obtained from Steps 1, 2 and 3.
For ead node i1V, do
If %, =1, then set x;, = 0 for all rOR.
If x,=0and Z, r ax, >h, thenset x,=1and x, =0 for al rOR.
Step 5. Stop the dgorithm.

Let us consider the example in Figure 2. It is assumed that two OC-48 ADM rings are employed as
candidate rings. In Step 1, the demand pairs of (9,10) and (1,3) are adgned to ring 1 and 2,
respedively. The residual cgpadty is st to be 38 for those two rings. In Step 2-1, the ring 1 is
considered. In Step 2-2, the demand pair (7,9) which is conneded to the demand pair (9,10) is
seleded. In Step 2-3, the demand (9,10) is assgned to the ring 1. Thusiits residual ring capadty is
updated as 29. All demands are assgned by Step 2 and 3. Step 4 improves the network cost by
adjusting the anfiguration obtained by the previous geps. If both a DCS and an ADM are to be
installed at a node, then the ADM is removed because the B-DCS replaces add-drop functionality.
If total cost of ADMs at a node is greder than the st of a B-DCS, then al ADMs are replaced
with a B-DCS. In Step 4 of the RCBA agorithm, the dedsion variables Y = {y,} is not changed
becaise eath B-DCS equipment does not generate new mesh traffic and it just replaces the ADMs.

Design of Moves

Starting from an initial ring-mesh architedure set by RCBA, the solution is improved by applying
tabu search moves. In this sdion we define amove & a transformation of x;, or x,to 1- x;, or 1 -
x;, for ead node iCIV.

®* Mesh Ring(i)



In case of x, = 1, this move improves the network cost by dropping DCS and adding ADM.
Thisis done by setting x, = 0 and x, = 1 for aring r such that this change preserves a feasible
routing for the cgadty constraint. The mncerning demand e = (i,j) is assgned from mesh z to

ring r. The other node j isalso considered as a candidate move together.
® Ring_Mesh(i)

In case of x, = 0, this move tries to add a DCS and drop the arrent ADM. This is done by
setting x, = 1 and x, = O for ring r. Note that this transformation aways preserves the
feasibility of the cgadty constraints. The mncerning demand e = (i,j) is assgned from ring r

to mesh z. The other node | is also considered as a candidate move together.
¥ Ring_Swap(i)

This move triesto drop the aurrent ring r and add another ring s. Thisis done by setting x, = 0
and x, = 1 for the ring s such that its adding preserves the feesibility. In this case, the
concerning demand e = (i,j) is assgned to the ring r to ring s. Thus the other node j is aso

considered as a candidate move together.

At each move of tabu seach, the minimum cost among the candidate moves for all nodes is
seleded asamove. A candidate move that is tabu or that induces infeasibility is discarded. Thusthe
feasibility check is required to determine whether a given solution X = {x,, x, satisfies the
cgpadty constraint. Based on a solution X eat demand e = (i,j) can be dassfied as one of the

following three caes.

A) Bothi and j arein the mesh z

B) Both arein the sameringr.

C) Oneisin the mesh z and the other isin thering r.

In ead case, d(e) is all ocated to aring or a mesh asfollows. In case (A), the demand can be routed
through the mesh structure by using DCS switching mechanism. Thus d(e) is assigned to mesh z,
and set C,* as C,*- d(e). In cases (B) and (C), d(e) isassgned to ring r and set C* as C*- d(e). If
the capadty of ead ring and mesh is stisfied for eadn move, the move induces a feasible traffic

routing. Each candidate move that induces an infeasible routing is discarded.

Recency based Short-term Memory

To prevent the seach from being trapped in alocd optimum, an effedive tabu restriction neals to
be designed. Tabu seach manages the short-term memory to explore better solutions by impasing
restrictions on the composition of new solutions generated. For ead type of move, we impose
restrictions 9 that amove canot be "reversed”. In particular, if amesh zis currently dropped from

the node i, we forbid this z to move badk to i for several iterations. Such a restriction prevents the



seach from revisiting alocd minimum in short term and grealy diminishes the chance of cycling

in the long term.

How long a given restriction operates depends on a parameter cdl ed tabusize or tabu tenure, which
identifies the number of iterations that a particular tabu restriction remains in force The tabusize

can be ather fixed or variable.

In this paper, short term memory is implemented using a "recency" based memory structure. To
ill ustrate this, let iter denote the current iteration number. Also denote tabu(i,r) by an iteration value
governing the duration that forbids a reversal of the move of transforming x,. Initialy, tabu(i,r) =0
for al i andr, and iter = 1. When tabu seach restriction isimpased, we update the recency memory
as tabu(i,r) = iter + tabusize. Thus the restriction that prevents x;, from being transformed to 1 - x;,

is enforced when tabu(i,r) > iter.

Two types of tabusize are employed to impaose the tabu restriction: fixed and variable. Let n be the
number of nodes in the network. In the fixed case, tabusize is st to n/4 o n/2, while the variable
tabusize is generated acarding to the uniform distribution ranged from n/4 to n/2. The dficiency
for two types of tabusize is compared in the experimental test. In short term memory, tabu seach
employs a stopping criterion N, defined as the number of consecutive moves performed without

cost improvement. Thus we stop tabu seach if a new better solution is not found during N, moves.

Frequency based Long-term Memory

The long term memory we employ makes use of a"frequency” based memory structure to achieve a
diversificaion effed, encouraging the seach to explore regions less frequently visited. More
spedficdly, we use this memory to discourage moves that occurred frequently during the seach. A
transition measure is used to record the number of times that each move from x;, to 1 - x, occurs.
Let frequency(i,r) be the number of times that X, is changed from 1 - x; in the seach. Then the

frequency can easily updated as foll ows;
frequency(i,r) = frequency(i,r) + 1, if i and r are seleded as amove.

When long term memory is invoked, ead tabu(i,r) is st to the frequency(i,r) for al i and r. Also,
the parameter iter is updated as a mean integer value of frequency(i,r) for al i and r. Thus
approximately a half of candidate moves will be in tabu status during the following seach. Note
that the frequency information is used to crede a tabu restriction. This long term memory
contributes sgnificantly to the quality of solutions obtained by our approad, as the subsequent

computational results disclose.

Based on discussions < far, the tabu search procedure is described as foll ows.



® Tabu Seach Procedure

Initialization Phase

Step 1-1. Get aninitia feasible solution (X,Y) by RCBA;
Step 1-2. Best_cost = cost(X,Y);

Step 1-3. tabu(i,r) = frequency(i,r) =0 for al i, r and z
Step 1-4. iter = nmax = 0;

Tabu Search Short-Term Memory
while nmax <= Nmax do
Step 2-1. iter = iter + 1, nmax = nmax + 1;
Step 2-2. For ead nodei =1tondo
If x, =1 and tabu(i,2) < iter, then (i,r,2) = Mesh_Ring(i);
Elseif x, = 0 and tabu(i,2) < iter, then (i,r,z2) = Ring_Mesh(i);
Elseif x, = 0 and tabu(i,2) > iter, then (i,r,2) = Ring_Swap(i);
(In Mesh_Ring and Ring_Swap moves, it isrequired that tabu(i,r) < iter for
the newly seleded ringr.)
Step 2-3. Let (X*, Y*) be the best solution and (i,r,2) be parameters obtained from Step 2-2.
) (XY) = (X*,¥*);
i) tabu(i,r) = iter + tabusize and frequency(i,r) = frequency(i,r) + 1;
Step 2-4. If cost(X,Y) < Best_cost, then Best_cost = cost(X,Y), nmax = 0;

Tabu Search Long-Term Memory

If anew best solution is not found, stop the search. Otherwise, do the foll owing steps.
Step 3-1. tabu(i,r) = frequency(i,r) for al i, r and z

Step 3-2. iter = mean of frequency(i,r) and nmax = 0;

Step 3-3. Go to Tabu Seach Short-Term Memory;

Computational Results

To test the performance of the proposed tabu search algorithm, 20 problem sets are generated with
10, 20, 30, 40 and 50 nodes, different ring types, and dfferent number of demand pairs of
approximately 2n and 3n.. Table 1 spedfies the problem sets to be tested. For ead problem, the
DS3 demand for ead demand pair is randomly generated, which is ranged uniformly between 1
and 10 integer units. The table dso shows the number of candidate OC-48 and OC-12 rings

required to cover all demands for eat problem.
Table 1. Test problems

Before solving the ring-mesh assgnment problem we tested the performance of two parameters:

-10-



tabusize and stoppng criterion Nmax. The tabusize represents the number of iterations during
which a listed node canot be included into the related ring or mesh. The stoppng rule Nmax
represents the number of conseautive iterations alowed for the seach to continue without cost
improvement. The experimental results are illustrated in Table 2 and 3. The RCBA algorithm was
employed as an initial heuristic for al experiments.

A suitable tabusize usually depends on the problem structure. In particular, a fixed or variable
tabusize including its <de should be determined through various experimental simulations. In
Table 2, fixed tabusize n/4, n/2 and a uniformly distributed tabusize ranged from n/4 to n/2 are
compared with the initial solution for ead problem. From the table, we @nclude that tabusize n/4
is appropriate for the problem structure cnsidered in this paper. Thisimpliesthat alarge tabusize is
too restrictive to generate good solutions for the problem. Table 3 shows the performance of tabu
seach with different value of Nmax. Based on the experiments by various Nmax, we seethat the
stopping criteria Nmax with 2n is appropriate for al the problems.

Table 2. Comparison of tabu search with different tabusize
Table 3. Comparison of tabu search with different Nmax

In Table 4, for the problems with 10, 20, and 30 nodes, the mmputational results of tabu seach are
shown with a recency based short term memory, a frequency based long term memory and optimal
solution. In the table, optimal solutions are obtained by solving each integer problem by running the
CPLEX solver®. Each value in the parenthesis represents the CPU time in urits of seaonds (),
minutes (M), and hours (h). The tabu seach using both short term and long term memory (LTS)
outperforms the solution by using only short term memory (STS). In the table, tabu seach gves
optimal solutions within one minute for al problems with 10 and 20 nodes. Nealy optimal
solutions are obtained for some problems with 30 nodes. We note that the computational running
time for the tabu search increases linealy as the number of nodes gets larger, but the computation
time by CPLEX increases exponentialy.

Table 4. Results of tabu seach in problems with 10, 20 and 30nodes

Table 5 shows the computational results of tabu seach in problems with 40 and 50 nodes. For the
problems, we fail to get optimal solutions until the branch and baund nodes of more than 2 millions
have been investigated. In particular, the mnvergence speed of CPLEX becomes very slow after 24
hours. Thus, we take alower bound for eat problem, which is given by the CPLEX after running
time of 24 hours. The CPLEX solver produces feasible solutions with lower bounds for a problem,
and terminates the branch and baund procedure in the normal case when the feasible solution and
the lower bound are the same. The feasible solution is denoted by CPLEX heuristic in the table, and
compared with the result of tabu seach (LTS). From the table, we seethat tabu seach gves better
solutions than the CPLEX heuristic within 2 minutes with agap of approximately 10— 25 %. In the
table, it is aso shown that the proposed tabu seach provides nea optimal solutions, the gap of

-11-



which is approximately 1 - 4% from the lower bounds or optimal solutions.
Table 5. Results of tabu search in problems with 40 and 50nodes

In Table 6 the st of pure mesh network is compared with that of hybrid ring-mesh network. In the
previous gudy®, it was proved that the mesh network is more wst-effedive than the ring network.
Thus the st of the ring retwork is not presented. In the table, the ast of mesh network is obtained
by locating a B-DCS equipment at all nodes. From the table, it seems that the hybrid network can
provide the st savings of approximately 10% - 30%, compared to the mesh network.

Table 6. Comparison of mesh and ring/mesh network cost

Conclusions

In this paper, a problem of asdgning traffic demands to the ring and mesh network has been
addressed. Eadh traffic demand is assigned to either ring or mesh such that the @wst of ADM and
DCS equipment required is minimized. In red-world network design, this assgnment problem can
be used together with the fiber routing of the ring and mesh nodes.

A tabu seach heuristic is developed to solve the problem. Starting from an initial heuristic by a
residual cgpadty based algorithm, three types of moves such as ring_mesh, mesh ring and
ring_swap are anployed to improve the network cost. To discourage the search from being trapped
inalocd optimum, a short term memory structure isimplemented using the recency based memory.
In the long term memory, frequency information is used to encourage the seach to explore regions

lessfrequently visited and to get better solutions.

To test the performance of the proposed tabu seach, computational experiments are examined for
randomly generated problems. Computational results show that the proposed tabu seach provides
nealy optimal solutions for al problems with a gap of approximately 1% - 4% from the lower
bounds within two minutes. It is also shown that the hybrid network provides the ast savings of
approximately 10% - 30%, compared to the mesh network.

-12-
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(a) ADM Hing MNetwork
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(c) Integrated Ring/Mesh Metwork

Figure 1. Survivable network architecture
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Figure 2. An example problem
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0C-48 ADM DCS

Figure 3. A posshble solution to the problem
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Table 1. Test problems

Number Problem Number of Tota Number of rings
of nodes set demand pairs demands 0C-48 0OC-12

Setl 20 120 3 0

10 Set 2 20 120 2 2
Set 3 30 177 4 0

Set 4 30 177 3 3

Set 1l 40 227 5 0

20 Set 2 40 227 4 3
Set 3 60 336 7 0

Set 4 60 336 6 4

Setl 60 336 7 0

30 Set 2 60 336 6 4
Set 3 90 496 11 0

Set 4 90 496 10 2

Set 1 80 456 10 0

40 Set 2 80 456 9 2
Set 3 120 650 14 0

Set 4 120 650 13 3

Setl 100 554 12 0

50 Set 2 100 554 11 3
Set 3 150 800 17 0

Set 4 150 800 16 3
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Table 2. Comparison d tabu search with different tabusize

Number Problem Initial Tabusize
of Nodes s soltion n/4 Uniform n/2
Set 1l 740 650 654 654
10 Set 2 752 656 664 672
Set 3 800 740 744 746
Set 4 800 743 743 748
Setl 1480 1330 1342 1342
20 Set 2 1493 1336 1336 1344
Set 3 1540 1360 1362 1368
Set 4 1555 1374 1378 1390
Set 1 2250 1980 1992 1996
30 Set 2 2264 1986 1994 1994
Set 3 2370 2130 2145 2152
Set 4 2384 2135 2135 2140
Setl 2960 2720 2720 2732
40 Set 2 2964 2728 2728 2736
Set 3 3080 2810 2814 2818
Set 4 3095 2818 2818 2832
Setl 3650 3250 3280 3280
50 Set 2 3662 3258 3262 3266
Set 3 3880 3370 3380 3396
Set 4 3893 3382 3392 3392
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Table 3. Comparison d tabu search with different Nmax

Number Problem Initial Nmax
of Nodes set solution 0 on 3n

Set 1 740 654 650 650

10 Set 2 752 668 656 656
Set 3 800 748 740 740
Set 4 800 753 743 743
Setl 1480 1360 1330 1330

20 Set 2 1493 1344 1336 1336
Set 3 1540 1368 1360 1360
Set 4 1555 1386 1374 1374
Set 1 2250 1996 1980 1980

30 Set 2 2264 1998 1986 1986
Set 3 2370 2145 2130 2130
Set 4 2384 2148 2135 2135
Set 1l 2960 2732 2720 2720

40 Set 2 2964 2746 2728 2728
Set 3 3080 2822 2810 2810
Set 4 3080 2832 2818 2818
Setl 3650 3250 3250 3250

50 Set 2 3662 3258 3258 3258
Set 3 3880 3380 3370 3370
Set 4 3893 3392 3382 3382
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Table 4. Results of tabu search in problems with 10, 20and 30 nods

Number |Problem | Short-term Longterm Optimal 100(TS-Opt)
of nodes | st TS TS Solution /Opt
Set 1 650(1.125) | 620(1.56s) 620(12s) 0
10 Set2 | 656(1.14s) | 624(1.82s) 624 (159) 0
Set3 | 740(1.14s) | 710(2.14s) | 710(2m15s) 0
Set4 | 743(1.87s) | 713(2.16s) | 713(2m22s) 0
Set1 |1330(2.24s) |1270(3.23s) | 1270(42m) 0
20 Set2 |1336(2.679) |1284(3565) | 1284(46m) 0
Set3 | 1360(3.879) |1330(4.23s) |1330(1h 25m) 0
Set4 | 1374(4.349) | 1345(5.155) |1345(1h 36m) 0
Set1l |1980(5.24s) | 1950(6.74s) |1950(11h 26m) 0
30 Set2 |1986(5.879) | 1954(7.125) [1950(11h 3Bm) 0
Set3 [2130(15.34s) |2104(18.65s) [2096(15h 28m) 0.38%
Set4 [2135(16.54s) |2115(20.78s) [2106(18h 2m) | 0.43%

Eacd value in the parenthesis represents the CPU time.
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Table 5. Results of tabu search in problems with 40and 50 nods

Number (Problem Short-term Longterm CPLEX | 10Q(CH- Lower 100TS
of nodes | set TS TS Heurigtic TSITS Bound LB)/LB
Set1 | 2720(18.24s) | 2670(22.45) [2943(24h) | 1022% [2638(24h) | 1.21%
40 Set2 | 2728(22.49) | 2681(34.34) [2956(24h) | 10.25% [2646(24h) | 1.32%
Set3 | 2810(26.325) | 2780(37.54) [3092(24n) | 11.22 % [2731(24h) | 1.79%
Set4 | 2818(31.34s) | 2794(41.23) |[3113(24h) | 11.41% |2744(24h) | 1.82%
Set1 | 3250(37.565) | 3220(47.48) [3875(24h) | 20.34% [3122(24h) | 3.14%
50 Set2 | 3258(39.34s) | 3225(48.54) [3894(24h) | 20.74% |3123(24h) | 3.27%
Set3 [3370(1m15s) |3340(1m34s) [4054(24h) | 21.37% (3227(24h) | 3.50%
Set4 [3382(1m24s) |3360(1m38s) [4183(24h) | 2449 % |3238(24h) | 3.77%
Table 6. Comparison d mesh and ring/mesh network cost
Number Problem Mesh Ring/Mesh Cost saving (%)
of nodes Set (M) (RM) 100M-RM)/RM

Setl 1 800 620 29.03 %

3 800 710 12.67 %

Set 2 1 1600 1270 25.98 %

3 1600 1330 2031 %

Set3 1 2400 1950 23.07 %

3 2400 2096 14.50 %

Set 4 1 3200 2670 19.85%

3 3200 2780 1511 %

Set5 1 4000 3220 2422 %

3 4000 3340 19.76 %
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